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Where’s that? 

Tromsø	  
Alta	  Hammerfest	  

Kirkenes	  



Tuktoyaktuk (69° North) 



Isn’t cold? 

-‐3.8°C	  
25.2°F	  

-‐26.5°C	  
-‐15.6°F	  

26.1°C	  
79°F	  



Outline 

•  Visualization tool 
•  Data preprocessing 
•  Backend systems for data analysis 
•  Big data management and processing 
•  Distributed compute and storage resources 

•  Or, what the programmers in the lab are doing 



Background 

•  Norwegian Woman and Cancer (NOWAC) 
…as described by Vanessa 

•  Big prospective cohort study  
–  Questionnaires from 170 000 women 
–  Blood samples from 50.000 women 
–  Tumor tissues 

•  Integrated functional analysis 
–  Questioners 
–  Blood 
–  Tumor tissues 
–  Register data 



NOWAC Datasets 

Name	   Case-‐Control	  Samples	  

AROS	   80	  

Hospital	  case-‐control	  (CC1,	  CC2,	  CC3)	   248	  

PostdiagnosMc	   434	  

ProspecMve	  breast	   719	  

ProspecMve	  ovarian	   95	  

ProspecMve	  endometrial	   84	  

Stress	   48	  

SUM	   1708	  Case-‐Controls	  



NOWAC 

•  Initial analyses done 
–  But still more to discover 

•  Data analysis lessons learned 
–  Analyses should be run agnostics without prior 

hypotheses 
–  Use existing biological knowledge for testing and 

understanding 
–  We lack the tools for such data exploration 



Interactive Data Exploration 

•  Data exploration = “play with data” 
–  No prior hypothesis 

•  Interactive 
–  Human - computer 
–  Short response times (seconds or milliseconds) 

•  Computers helps by making predictions 
•  Combined with (proper) hypothesis testing 





Interactive Data Exploration Requirements 

•  Human experts for data analysis 
•  Interactive user interface 
•  Analysis methods and models 
•  Data management and backend processing 
•  Compute and storage resources 



Interactive Visual User Interface 

•  Visualization tool to map NOWAC case-control gene 
expressions to known biology 

•  Existing visualization tools not flexible enough 
•  Developed with NOWAC data analysts 
•  Approach: 

–  One specialized tool per analysis project 
–  Framework that makes it easy to implement tools 



Requirements: Solutions 

•  Flexible: 3-tier architecture and R based backend 
•  Interactive performance: good implementation 
•  Scalable: parallel or distributed backend 
•  Familiar visualizations: KEGG pathways 
•  Easy-to-use: web app 
•  Secure data storage: backend runs on secure server 



Kvik– NOWAC Data Exploration 



Kvik – NOWAC Data Exploration 

•  Currently used for NOWAC data exploration 
•  Publically available and open-sourced: 

–  kvik.cs.uit.no 
–  github.com/fjukstad/kvik  
–  Docker containers 
–  Ongoing work 

•  Bjørn Fjukstad (PhD student) 



Data Cleaning Toolchain 

•  Data cleaning important, but time consuming (and 
boring) 

•  Good data cleaning tools for textual and tabular data 
–  Not suited for scientific data cleaning 

•  Approach 
–  R scripts generates images with visualizations 
–  Interactively group and sort images 
–  Compare related images 



Mr. Clean – Data Cleaning 



Mr. Clean – Data Cleaning 

•  Gesture based interaction with many visualizations 
–  Use case: NOWAC outlier removal 
–  Use case: computer vision algorithm development 

•  Availability: 
–  github.com/UniversityofTromso/mrclean 
–  youtu.be/NFUDsPQRwqE 
–  Proc. of VISSOFT’14 

•  Giacomo Tartari & Einar Holsbø (PhD student) 



Kvik Backend 

•  Backend for executing data analysis methods 
–  Machine learning algorithms 
–  Computationally demanding 
–  Must be very fast 
–  Using a Supercomputer 

•  Einar Holsbø (PhD Student)  



Dataset Size 

<	  4GB	   <	  512GB	   TBs	  

PBs	  



Computation Time 

<100ms	   seconds	   minutes	   hours	   weeks	  



Optimizations 

•  Assuming we start with an R or Matlab implementation 
•  Algorithm parameter tuning 
•  C++/ Java / … implementation 
•  Data structure optimization 
•  Multi-threaded parallelization (single machine) 
•  Distributed parallelization (multiple-machines) 



= Complex Software Stack 

www.cloudera.com/content/cloudera/en/documentaMon/core/latest/topics/cdh_intro.html	  



Meta-database Management 

•  How to use state-of-the-art data-intensive computing 
systems for biological data processing? 

•  Approach: 
–  Scalable incremental updates 
–  Unmodified data analysis tools 
–  Integrated with Galaxy 
–  Utilize data-intensive computing systems 

•  Edvard Pedersen (PhD student) 
–  github.com/EdvardPedersen/GeStore  
–  In Proc. of. EurPar’13, CIBB’14, PDP’15 



Infrastructure 

•  Compute and storage resources 
–  Systems for data management, parallel execution, 

accounting, data transfer, data integration, 
security… 

–  Per lab? Per university? National? 



26	  

medicine	  

environment	  

bioindustries	  

society	  

To	  build	  a	  sustainable	  
European	  infrastructure	  for	  
biological	  information,	  
supporting	  life	  science	  
research	  and	  its	  	  
translation	  to:	  

ELIXIR’s	  mission	  



ELIXIR	  Consortium	  Agreement	  (ECA)	  

•  17	  countries	  plus	  EMBL	  
have	  signed	  the	  
Memorandum	  of	  
Understanding	  (MoU)	  

	  

•  12	  Countries	  has	  signing	  the	  
ELIXIR	  Consortium	  
Agreement	  (ECA)	  





Current situation 
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Future 
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ELIXIR-NO 







Data Transfer 

•  Through web-browser in Galaxy 
•  Or, scp to Elixir-NO storage system 

–  Over high-bandwidth networks 
–  Data available in all Galaxy instances 







Summary 

•  Many labs implement their own visualizations tools 
–  Does anybody else use them? 
–  Kvik: framework for implementing visualization tools 

•  Software stack for biological data processing is small 
–  Are our analysis tools less complex then mobile apps? 
–  Mr. Clean: data-cleaning tool 

•  Data analysis is run on platforms built for batch processing 
–  Why are data-intensive computing systems not used? 
–  GeStore: big data management 

•  Many labs maintain their own compute and storage resources 
–  Is this reliable? Is this efficient? 
–  Elixir: distributed infrastructure 
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