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Abstract

Previous studies have shown signifi-
cantperformanceadvantagesin usingVir-
tual InterfaceArchitecture (VIA) insteadof
TCP/IP for handlingnetworkcommunica-
tion in the structured distributed shared
memorysystem,PastSet.With theavailabil-
ity of networkhardware that supportsVIA,
wewishto examinewhether, andto whatex-
tend,an availablehardware supportedVIA
implementationoutperformsthe software-
only implementationfor PastSetDSM. To
do this, PastSethas been ported to two
VIA implementations:M-VIA, which is a
software implementationthat we useon a
100Mbit FastEthernet,andGiganetcLAN,
which usesdedicatedVIA hardware. The
twoimplementationsare tested,andperfor-
manceresultsare compared with the ref-
erenceTCP/IP implementationon the 100
Mbit FastEthernet.

For the experimentsetupsused,M-VIA
latenciesare between1.1 and 2.6 times
faster than correspondinglatenciesusing

TCP/IP.
For large packets, GiganetcLAN laten-

ciesare about2.7 timesfaster than corre-
spondingM-VIA latencies. However, for
small packets, cLAN latencies are only
about1.04timesfasterthancorresponding
M-VIA latencies,indicatingthat thecurrent
software designand implementationdoes
not fully benefitfrom the improvedperfor-
manceof GiganetcLANoverFastEthernet.
Further experimentsdemonstrate that sig-
nificantly improved small-packet latencies
oncLANarepossible, andmaybeachieved
througha software redesigncarefully con-
sideringtheuseof polling versusinterrupts.

1 Introduction

The latency andbandwidthperformanceof
a DistributedSharedMemory (DSM) sys-
temdependson theperformanceandinter-
actionof theDSM andthe underlyingnet-
work subsystems.The key challenge[8]
is to preserve the performancecharacteris-



ticsof thephysicalnetwork (bandwidth,la-
tency, QoS)while makingeffective useof
hostresources.Network bandwidthsandla-
tenciesareconstantlyimproving. Unfortu-
nately, applicationshave not beenable to
take full advantageof theseperformance
improvementsdueto theinteractionsof lay-
ers of user and kernel level software. A
detailedbreakdown of hardware and soft-
ware costsof remote memory operations
is discussedin [3]. The Virtual Interface
Architecture(VIA) was developedto sig-
nificantly reducethesoftwareoverheadbe-
tween a high performanceCPU/memory
subsystemandahighperformancenetwork.

In this paper, we study the latency and
bandwidthperformanceof PastSetDSMus-
ing eitherM-VIA[10 ], a softwareVIA im-
plementationfor Linux; GiganetcLAN[9],
a VIA implementationwith hardwareVIA
support; or TCP/IP. The paperbriefly de-
scribesthe functionality of PastSet,the or-
ganizationof theimplementation,theinter-
actionsbetweenPastSetcomponents,and
the VIA implementations. Experiment
configurationswith micro-benchmarksand
metricsaredescribedbeforepresentingand
analyzingbenchmarkresults.

2 Implementing the PastSet
Server and Application Li-
brary

PastSetis a structureddistributed shared
memorysystem. PastSetmemoryobjects
are tuples. Operationsexist to createtu-
ples,copy tuplesto DSM,andreadtuplesin
DSM. TheDSM is structuredin thattuples
areorganizedin disjoint elements,andthat
an orderingof tuplesis maintainedwithin
eachelement.Operationsexist to createel-
ementsanddefineorderingcriteriafor each

element. A synchronizationmechanismis
includedin the memorymodel,anda syn-
chronizationcriterion may be set for each
element. Operationsare provided to set
synchronizationcriteria.

All PastSetoperationsareblocking. The
PastSetmemorymodel complieswith se-
quentialconsistency.

For this paper, the PastSet operation
move is usedin determiningPastSetlaten-
cies. Move takesa tuple asparameterand
copiesthe contentof the tuple into a spec-
ified element in DSM, maintaining tuple
order and synchronizationcriterion. The
move operationblocks in the sensethat it
returnsonly afterconfirmationhasbeenre-
ceived from the PastSetserver that the op-
erationis completed.

The design, applicability, and perfor-
manceof PastSetDSM is demonstratedin
[1] and[12].

Thesynchronousnatureof PastSetoper-
ations implies that eachoperationrequest
requiresa reply messagewith the resultof
theoperationbeforetheclientmaycontinue
execution;consequently, two messagesare
requiredfor eachremoteoperation.

The version of the PastSetserver used
for the experimentsreportedon in this pa-
percreatesanew threadfor eachnew client
connection.Eachthreadis exclusively re-
sponsiblefor servicingit’ s associatedcon-
nection. The threads loop, reading re-
quests,performingoperationson behalfof
theclientandreturningresultsto thecaller.

This is asimpleapproach,with low over-
head for a small numberof connections.
However, the single-thread-per-connection
approach is not well suited for multi-
threadedclientswhereseveralclientthreads
mayneedto sharethesameconnection.We
have developedalternativesto usinga sin-



gle threadper connection,but we will not
reporton thesein this paper.

2.1 TCP/IP implementation

When a PastSetoperation requestsnon-
local data, the operationand its parame-
ters are sent via a TCP/IP connectionto
the remotePastSetserver, andthe caller is
blockedawaiting thereply from thePastSet
server.

All connectionsdisablethe Nagle algo-
rithm to ensurethatevensmalldatapackets
aresentimmediately.

2.2 M-VIA implementation

The PastSetserver and the applicationli-
brary were implementedusing the M-VIA
1.0[10] implementationof theVIA API. By
using the messagepassingmodel of VIA,
we got a simpleport from the TCP/IPim-
plementation.Thealternative,usingremote
DMA, is complicatedby the way PastSet
operationscanmanipulateandaddressPast-
Setdistributedsharedmemory.

ThePastSetserverandtheapplicationli-
braryuseblockingcalls to M-VIA in order
to reducetheprocessorusage.M-VIA first
checkto seeif thedataalreadyhasarrived.
If not,ablock is done.

The 100Mbit network interface cards
(NICs) we useddo not supportthe "door-
bell" mechanismof theVIA. Instead,this is
donein softwarein M-VIA, makingtrapsto
theLinux kernelnecessary.

The tuples that are used by the micro
benchmarkswe useare allocatedin parts
of the memorythat areregisteredwith the
M-VIA NICs in orderto reducecopying on
sendand receive. However, M-VIA first
copiesthedatafrom theNIC to kernellevel

memory, and then from kernelmemoryto
theuserlevel applicationmemory.

2.3 cLAN implementation

With hardware support, VIA is intended
to enableapplicationsto sendand receive
packets over a Virtual Interface without
trapping to the operating system kernel.
Thekernelis basicallyonly involvedin set-
ting up andtearingdown connections,and
in otherbook-keepingtasks. In particular,
the incomingdatais directly written to the
userlevel applicationmemory.

The PastSetserver and the application
library using hardware supportedVIA are
otherwisebasicallyidenticalto theoneus-
ing M-VIA. In particular, blockingcallsare
useddoinga little spinningto checkif data
alreadyhavearrivedbeforedoingtheactual
blocking.

3 Methodology and Experiment
Design

This section describesthe hardware and
softwaredetailsof theexperiments,how the
timing measurementsweredone,themicro-
benchmarks,andthemetricsused.

3.1 Hardware and Software

All experiments reported on in this pa-
per weredoneusing two HP LX-Pro Net-
servers,eachhaving four 166MHzPentium
Pro CPUs. Each computerhad 128MB
main-memory, anddualpeer33MHz,32bit
PCI buses. The level 2 cachesize is 1MB
perprocessor.

For theexperiments,thecomputerswere
interconnectedusingeitherGiganetcLAN
1.25Gb/s [9] or Trendnet TE100-PCIA



(DEC Tulip 21143chip set)100Mb/s net-
work interfacecards(NIC) connectedto a
hub. Both NICs wereon PCI busno. 0 on
eachserver. In addition,a 100VG 100Mb/s
NIC, also on PCI bus no. 0, was usedto
connectto thelocalareanetwork of theDe-
partmentof ComputerScience. This net-
work wasusedto managethe experiments
andtheservers.

Linux v. 2.2.14with PastSetfunctional-
ity addedto thekernelwasinstalledoneach
nodeparticipatingin the experiments.We
usedM-VIA version1.0with aminorpatch
to theconnectionmanagement.

WecompiledM-VIA, cLAN, thePastSet
Server, thePastSetKernel,thePastSetAp-
plication Library, the Linux operatingsys-
tem,andthebenchmarksusingegcs1.1.2.

Default compilerflagswereusedfor M-
VIA, cLAN, ThePastSetServer, thePastSet
Kernel,andtheLinux operatingsystem.We
usedthe optimizationflags “-O6 -m486
-mjumps=2 -malignloops=2 -
malignfunctions=2.” for the bench-
marksandthePastSetlibrary.

Becausewe experiencedproblemswith
M-VIA whenusingfour processors,we re-
designedthe experimentsto useonly one
processorperserver, andwerecompiledthe
Linux kernel to run as a single processor
system.

3.2 Micro benchmarks and Metrics

To measurethelatency of thePastSetoper-
ations,we usedseveralmicro benchmarks.
In this paperwe will only report on the
move latency, that is, the time to invoke,
completeand return from a move opera-
tion. The move operationblocks when
waiting for an acknowledgementmessage
from PastSet.

Theclientprocesscallsmove operations.

for (i = 0; i < 1000; i++) {
save_timestamp;
mv();

}
save_timestamp;

Figure1: Themove latency (Mvlat) bench-
mark

The client processrunning the benchmark
andthe PastSetserver areon two different
computers.

To determinetheeffectof usingblocking
vs. spinningwhenwaitingfor data,weused
the vnettest micro benchmarktaken
from theM-VIA 1.0 distribution. This mi-
crobenchmarkisalow level roundtripping-
pongof data. We modifiedvnettest so
we could chooseto useeitherblocking or
spinningwhenwaiting for data.

To determinetheeffectof theunderlying
network technology, eachmicrobenchmark
usedTCP/IP, softwaresupportedVIA (M-
VIA), and hardware supportedVIA (Gi-
ganetcLan).

Data size for the messageswas varied
from one to 31KB. The elapsedtime for
1000 transmissionsis measuredfor each
packet sizeandthendividedby 2000to get
the averagelatency of a messagefrom ad-
dressspaceto addressspace.We repeated
eachrun of 1000transmissionsfive times.

When doing the performancemeasure-
mentseachnodesupportedno otherwork-
loadexceptfor theoperatingsystemandits
variousartifacts.

All necessaryinitializations were done
before starting time- or cycle measure-
ments.



3.3 Time Measurements

The Intel PentiumPro RDTSC(readtime-
stampcounter) instruction and the Linux
gettimeofday()systemcall wereusedto de-
terminePastSetoperationlatencies.

UsingRDTSC,asin [6], thecycle count
was recordedfor every move operation.
Elapsedtime in microsecondswas calcu-
latedby dividing theregisteredcycle count
by thespecifiedprocessorfrequency of 166
MHz. We did not verify the actual fre-
quency of eachindividual computer, leav-
ing openthe possibility that the computed
time may deviate slightly, but consistently,
from the performancemeasuredin cycles
spent. Care was taken to avoid poten-
tial problemswith register overwritesand
counteroverflow.

Thegettimeofday()systemcall wasused
for aggregatemeasurementsover many op-
erationcalls. Checksweremadeto ensure
that RDTSC and gettimeofday()measure-
mentswereconsistent.

Cache effects are not eliminated, but
measurementsare averagedover five runs
of one-thousanditerations each, and no
otherworkloadis present.

4 Micro-benchmark Results

4.1 Move Latency Results

Figure2 shows move latenciesand band-
width for intra-nodecommunicationusing
TCP/IP, M-VIA andcLan. Tuplesizesare
varied from onebyte to 31KB. The band-
with is computedfrom the latency since
PastSetrequiresoneoperationto complete
beforethenext canbeinitiated.

For small tuple sizesmove latency us-
ing M-VIA is about2.6 times fasterthan
TCP/IP. M-VIA latency is about1.1 times
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Figure2: TheMvlat benchmarkresults:op-
erationlatency andbandwidthof the Past-
Setmove operation

fasterthan TCP/IP for 31 KB tuples. For
onebyte tuples,thedifferencebetweenus-
ing M-VIA and TCP/IP is 152 microsec-
onds,while at 31KB the differenceis 330
microseconds.

cLan performs slightly better than M-
VIA on small tuplesizes(about1.04times
fasterthan M-VIA). At larger tuple sizes,
theperformanceof cLanis 2.7 timesfaster
thanM-VIA and3 timesfasterthanTCP/IP.

The observed bandwithusingM-VIA is
about70percentof thepotential100Mbit/s
that the hardwarecansupport,while using
cLanweachieveabout18percentof thepo-
tential1.25Gbit/s.



Mostof theperformanceimprovementof
M-VIA over TCP/IP comesfrom the im-
plementationdrawing advantageof local
network properties.M-VIA skipsethernet
checksums(donein hardware)andhandles
muchof theprotocolin theinterrupthandler
while TCP/IPhasto sendthe datathrough
several layersandcomputechecksumsfor
ethernetframes,IP headersandTCPpack-
ets.M-VIA alsousesfastertrapsto theker-
nel thanTCP/IP.

Theperformanceadvantagewith cLanis
first visible at larger tuple sizeswherethe
higher bandwith (1.25 Gbit vs 100 Mbit)
becomesmoreimportant.At smallerpacket
sizes,the benefitfrom hardwaresupportis
maskedby theoverheadin themanagement
of the blocking calls. As such, the cur-
rentPastSetimplementationdoesnot show
much of a performancebenefitdue to the
hardwareimplementationof VIA.

4.2 Latencies of Polling and Blocking
Message Passing

Figure 3 shows messagepassinglatencies
of cLanandM-VIA measuredwith vnettest
usingspinning(polling) andblockingVIA
calls.
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Figure3: One-way latency over cLAN and
M-VIA measuredwith vnettest

For basic ping-pong communication

there is little difference in latency be-
tweenspinningand blocking communica-
tion when using M-VIA, resulting in the
graphsoverlappingin the figure. This ef-
fect comesfrom the fact that the software
M-VIA implementationhasto handleinter-
ruptsandprotocolimplementationbothfor
polling andblockingoperations.

Theextra overheadfrom thekerneltraps
(up to 2 ioctl callspersendor receiveoper-
ation)areoverlappedwith thepysicaltrans-
missionof data. This might hurt the per-
formanceof M-VIA duringhigh load from
multiple clients.

Usingpolling on cLAN givesa clearad-
vantage,reducing the latency with 20-30
microsecondsover all testedpacket sizes
comparedto theblockingversion.

4.3 Implications for PastSet imple-
mentation

For small tuple sizesthe latency of Past-
Setmoveoperationsis about100microsec-
onds. Using spinningon cLan achieves a
one-way latency improvementof 20-30mi-
crosecondsascomparedto blocking. This
translatesinto a potentialmove latency im-
provementof 40-60microseconds.

Achieving this requiresmodificationsto
the PastSetserver and applicationlibrary.
The useof spinningmust be carefully ap-
plied dueto its CPUusage[7].

5 Related work

How to reducewaiting costsin user-level
communicationhasbeenreportedonin sev-
eral papers,including [7]. This paperde-
scribesa mechanismfor reducingthe cost
of waitingfor messagesin architecturesthat
allow user-level communicationlibraries.



They documenthow blockingandspinning
can affect the performance,and correlates
well with our results.

VIA is currently being introduced for
variousmessagepassingsub-systems.Sys-
temsthatarebasedon thep4[5] communi-
cationlibrary arecandidatesfor porting to
the VIA API, e.g. the M-VIA teamhave
portedMPICH to useM-VIA instead.Dis-
tributedsharedmemorysystemswhichuses
VIA includesthe pagebasedHLRC DSM
system[11].

Work onbuilding DSM systemsontopof
userlevel communicationlibrariesincludes
the Virtual Memory MappedCommunica-
tion system,VMMC [4].

The Orca object based DSM system
has an associatedcommunicationlibrary,
PANDA, which also provides a high per-
formancecommunicationsystemthat runs
on Myrinet. PANDA is specifically de-
signedfor Orcawhich is highly dependent
onmulticast[2].

6 Conclusions

Basedon the performanceresultswe can
concludethat:

� HardwaresupportedVIA givesa non-
significantimprovementin PastSetop-
eration latency over software M-VIA
for small tuple sizes. This is because
the PastSetoperationis blocking, and
the cost of blocking is much higher
than the advantageof the small pro-
tocol overheadin hardwaresupported
VIA

� HardwaresupportedVIA givesa sig-
nificant improvementin PastSetoper-
ationlatency oversoftwareM-VIA for
large tuple sizes. This is becausethe

hardware supportedVIA is a gigabit
network versusthe megabit network
usedby thesoftwareM-VIA

� HardwaresupportedVIA benefitssig-
nificantly from usingspinninginstead
of blocking when waiting for data.
This is becausethecostof blocking is
avoided

� Software supportedM-VIA doesnot
benefitsignificantly from using spin-
ning insteadof blocking. This is be-
causetheprotocolimpliesseveraltraps
to thekernelperdatatransfer, andthis
is muchmoreexpensivethanthebene-
fit comingfrom spinning

� By usingspinningandhardwaresup-
portedVIA, the PastSetmove latency
may be cut in half. However, care-
fully combiningspinningandblocking
seemsto beneededto benefitfrom gi-
gabit networks with hardwaresupport
for VIA while at thesametimenot us-
ing toomuchprocessorcycles
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